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How healthy is 
your estate?



Would you know if 
it changed?



LDX3 Repository is now locked due to its 
poor health score – click to see resolutions.

Health Check Bot
Now

Now



How big is your 
estate?



Estate size 



Booking Flow Landing Pages Customer

Trainline 
Business

White label Affiliate widgets

Web @ Trainline
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Web @ Trainline

Web Platform 



Web @ Trainline
After Platform

• Horizontal/Vertical model

• Engineers are generalists

• Tighter conformance 

• One Web community

• ~160 repos 

• Needs a different approach 

Before Platform

• Cluster model 

• Engineers are specialists

• Loose conformance 

• Multiple communities 

• 3-10 repos per cluster 

• Manual Health checks



What is health?



Securing Customers data

Secure

Health Principles



Easy to release, up to date and self service

Productive

Health Principles



Consistent experience for customers and engineers

Consistent

Health Principles



Meets shared understanding of what good looks like

Conformant

Health Principles



What is Repository health?



Healthy?
• DORA Metrics
• Static Code Analysis 
• Analytics 
• Business Metrics
• Test coverage
• Core Web Vitals (LCP, FID, CLS)
• Build time / status

 

• Uptime / availability
• Latency / Response times
• Error Rates
• Throughput / RPS



Code at rest 



Checks

Node Versions 



Checks

Versions 



Checks

Permissions 



Checks

Security Audit 



Checks

Capabilities



Checks

Restricted Packages



Checks

Dependabot Enabled



Checks

Migrated to Cloud



The definition of health will 
evolve – that’s a good thing. 



Communicating 
the state of our code



Calculate the repository score

Passes + warning / total checks * 100

 



> 60%< 40%

Thresholds will evolve with 
time – that’s a good thing. 



How does it work? 

• JSON object listing all the repos

• Fetch meta data for each repo

• Run appropriate checks for each repo

• Calculate results and store in JSON.

• Generate static html file from the JSON.

• Push to GitHub pages. 

• Report any changes to Slack / Plandek



The 
dashboard



Not showing real data

















Health checks run once per day on each 
repo.



How do we use it?

Tracking trends



How do we use it?

Communicating Risk



How do we use it?

Handovers



How do we use it?

Before/After Screenshots



Future Plans

Tech Radar



Future Plans

Ownership 
Leaderboard



Future Plans

PR integrations 
• Thanks 
• Blocking 



Conclusions



Thankyou

simonmcmanus.com
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